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Abstract
We investigate the mode of block cipher encryption which a random number is added

into the process of an encryption. Many manners to add a random number are examined for
the capabilities to defeat brute-force, differential and linear attacks. Then, we claim that if
the underlying block cipher withstand brute-force attack, some manners will be secure even
though the underlying block cipher is vulnerable to differential and linear attacks.
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1. Introduction

There are four common encryption modes (ECB, CBC, CFB and OFB)
[6] for block ciphers. Each encryption modes have different features for
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security [4]. However, they do not withstand the known/chosen-text
attacks such as differential attack [5] and linear attack [7] by disclosing
large amount of plaintext-ciphertext pairs of the underlying block cipher
for the same key. To dispel the weakness, several new non-standard modes
were suggested. The Efficient Error-Propagating Block Chaining (EPBC)
mode [1] using both plaintext and ciphertext feedback claims that it is not
vulnerable to any known-plaintext attacks. The All-or-nothing mode [8]
has the property that one must decrypt the entire ciphertext before one can
determine even one message block provides protection against chosen-
plaintext attacks.

In this paper, we propose the methods of adding a random
number [3] into the process of an encryption. There are many possible
manners. The possible capability of defeating brute-force, differential and
linear attacks for each manner are examined. Simplicity, the explorations
base on ECB mode encryption can be applied to other encryption modes.

2. Randomizing encryption mode

The randomizing encryption mode processes by first selecting a
random number, encrypted it to be the first ciphertext block, then
using the random number to confuse the succeeding encryptions. Let
a plain message be P1‖ . . . ‖Pn . The notation ‖ denotes concatenation.
Given a block cipher E and a secret key K , the corresponding ECB
mode ciphertext is C1‖ . . . ‖Cn where Ci = EK(Pi) . The corresponding
randomizing ECB mode ciphertext will be C0‖C1‖ . . . ‖Cn where C0 =
EK(r) , r is a random number and Ci = ri ⊕ EKi(Ii) for i = 1, . . . , n so
that ri is either 0 or r , Ki is either K or K ⊕ r and Ii is either Pi or
Pi ⊕ r . The model of the randomizing ECB mode, abbreviated as RECB,
is shown in Figure 1. There is a criterion that |r| should be not less than
Max{|K|, |Pi|, |Ci|} where |x| means the bit length of x . If necessary, r
can be encrypted into multiple ciphertext blocks. Obviously, there is seven
distinct manners of RECB mode encryption. Their security against brute-
force, differential and linear attacks are discussed in the next section.

3. Security analysis for RECB

Let the underlying block cipher be E and the corresponding decryp-
ting algorithm be D . K is the secret key in length of k bits. For a
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plain message P1‖ . . . ‖Pn , the corresponding RECB mode ciphertext is
C0‖C1‖ . . . ‖Cn where C0 = EK(r) , r is a random number, Oi = EKi(Ii)
and Ci = ri ⊕ Oi for i = 1, . . . , n as shown in Figure 1. According
to the different assignments of Ki , Ii and Ci , using the notations in
Figure 1, the seven possible cases are listed and analyzed as follows: [9]
[10] (There are four assumptions: All elements in the plaintext space are
used randomly and uniformly; The adversary knows E, D, Pi , C0 and Ci

where i = 1, . . . , n ; The operation of the differential and linear attacks
is XOR, notated as ⊕ ; Both the differential and linear attacks need more
than 2b known plaintext-ciphertext pairs to break the pure underlying
block cipher.)

Figure 1
General Model of Randomizing ECB Mode Encryption

Case 1. Ki = K⊕ r , Ii = Pi and Ci = Oi .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′⊕r′(P1) = C1 then it is very possible that K = K′ .
The needed computation is about 2k+1 encryptions.

Differential attack: needs 1 differential breaking and 2k encryptions to
derive out K .

For Ki = K1 , the adversary can collect necessary plaintext-ciphertext
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pairs for K1 by possibly one query. K1 can be derived out by one
differential breaking to the underlying block cipher. Then, the adversary
exhaustively searches all possible key K′ . Check that if DK′(C0)⊕K′ = K1

then it is very possible that K = K′ . The total necessary computation
is about 1 differential breaking to the underlying block cipher and 2k

encryptions.

Linear attack: needs 1 linear breaking and 2k encryptions to derive out K .

By applying the similar manner as the above differential attack,
one linear breaking can derive K1 out to the underlying block cipher.
Then, the secret K can be exhaustively searched out. The total necessary
computation is about 1 linear breaking to the underlying block cipher and
2k encryptions.

Case 2. Ki = K , Ii = Pi ⊕ r and Ci = Oi .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′(P1 ⊕ r′) = C1 then it is very possible that K = K′ .
The needed computation is about 2k+1 encryptions.

Differential attack: needs 1 differential breaking to derive out K .

For Ki = K and Ii ⊕ I j = Pi ⊕ Pj , the adversary can collect necessary
specific difference plaintext pairs (he/she knows only the difference) and
the corresponding ciphertexts for K by possibly one query. Thus, K can
be derived out by one differential breaking to the underlying block cipher.

Linear attack: needs 1 linear breaking and 2k encryptions to derive out K .

Let Ii[s]⊕ Ki[t]⊕ Oi[u] = 0 be a linear approximation of the under-
lying block cipher where X[s] denotes the sth bit in left of X . In the case,
Ii[s] ⊕ Ki[t] ⊕ Oi[u] = Pi[s] ⊕ r[s] ⊕ K[t] ⊕ Ci[u] . The value of K[t] ⊕ r[s]
can be determined by a linear attack. If the adversary can collect enough
values of K[t]⊕ r[s] for some t and s , he/she can exhaustively search all
possible key K′ and check that whether DK′(C0)[s] ⊕ K′[t] corresponds
with all of the collect conditions to determine the exact value of K . In the
extreme case, let t = s in all linear approximations, the total necessary
computation is the same as that of case 1: about 1 linear breaking to the
underlying block cipher and 2k encryptions.
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Case 3. Ki = K , Ii = Pi and Ci = Oi ⊕ r .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′(P1) = C1 ⊕ r′ then it is very possible that K = K′ .
The needed computation is about 2k+1 encryptions.

Differential attack: needs 1 differential breaking to derive out K .

For Ki = K and Oi ⊕ O j = Ci ⊕ C j , the adversary can collect
necessary specific difference ciphertext pairs (he/she knows only the
difference) and the corresponding plaintexts for K by possibly one query.
Thus, K can be derived out by one differential breaking to the underlying
block cipher.

Linear attack: needs 1 linear breaking and 2k encryptions to derive out K .

The attack manner is similar to case 2.

Case 4. Ki = K⊕ r , Ii = Pi ⊕ r and Ci = Oi .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′⊕r′(P1⊕ r′) = C1 then it is very possible that K = K′ .
The needed computation is about 2k+1 encryptions.

Differential attack: needs 2b + 1 differential breakings or 1 differential
breaking and 2k encryptions to derive out K .

For Ki = K ⊕ r and Ii ⊕ Ii ⊕ I j = Pi ⊕ Pj , the adversary can
collect necessary specific difference plaintext pairs (he/she knows only
the difference) and the corresponding ciphertexts for K1 by possibly one
query. Then, like the situation in case 1, K can be derived from C0 and
K1 . The total necessary computation is about 1 differential breaking to
the underlying block cipher and 2k encryptions. Alternatively, while K1

has gotten, r can be derived out by formula r = DK1(C1) ⊕ P1 . By
this way, collecting enough distinct (r, C0) pairs, a differential attack can
be applied again to break the secret key K . We have assumed that an
successful differential attack needs at least 2b known plaintext-ciphertext
pairs. Thus, the total computation is at least 2b + 1 differential breakings.
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Linear attack: needs 1 linear breaking to derive out K .

Let Ii[s]⊕ Ki[t]⊕ Oi[u] = 0 be a linear approximation of the under-
lying block cipher where X[s] denotes the sth bit in left of X . In
the case, Ii[s]⊕ Ki[t]⊕Oi[u] = Pi[s]⊕ r[s]⊕ K[t]⊕ r[t]⊕ Ci[u] . The value
of K[t] ⊕ r[s] ⊕ r[t] can be determined by a linear attack. The attack is
similar to the case 2. However, in the extreme case, let t = s in all linear
approximations, the value of K can be directly derived out, the total
necessary computation reduces to one linear breaking to the underlying
block cipher.

Case 5. Ki = K⊕ r , Ii = Pi and Ci = Oi ⊕ r .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′⊕r′(P1) = C1⊕ r′ then it is very possible that K = K′ .
The needed computation is about 2k+1 encryptions.

Differential attack: needs 2b + 1 differential breakings or 1 differential
breaking and 2k encryptions to derive out K .

For Ki = K ⊕ r and Oi ⊕ O j = Ci ⊕ C j , the adversary can collect
necessary specific difference ciphertext pairs (he/she knows only the
difference) and the corresponding plaintexts for K1 by possibly one query.
Then, like the situation in the case 4, the total necessary computation
to derive out K is at least 2b + 1 differential breakings or 1 differential
breaking and 2k encryptions.

Linear attack: needs 1 linear breaking to derive out K .

The, attack manner is similar to the case 4.

Case 6. Ki = K , Ii = Pi ⊕ r and Ci = Oi ⊕ r .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′(P1 ⊕ r′) = C1 ⊕ r′ then it is very possible that
K = K′ . The needed computation is about 2k+1 encryptions.

Differential attack: is infeasible to the case.

Although Ii ⊕ I j = Pi ⊕ Pj and Oi ⊕ O j = Ci ⊕ C j . However the
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adversary knows neither the exact value of plaintexts nor ciphertexts.
Thus, a differential attack is difficult to work on this case [20].

Linear attack: needs 1 linear breaking to derive out K .

The attack manner is similar to the case 4.

Case 7. Ki = K⊕ r , Ii = Pi ⊕ r and Ci = Oi ⊕ r .

Brute-force attack: needs 2k+1 encryptions to derive out K .

Exhaustively search all possible key K′ . Compute r′ = DK′(C0) and
then check that if EK′⊕r′(P1 ⊕ r′) = C1 ⊕ r′ then it is very possible that
K = K′ . The needed computation is about 2k+1 encryptions.

Differential attack: is infeasible to the case. For the same reason of the case 6,
a differential attack is difficult to work on this case.

Linear attack: needs 1 linear breaking to derive out K .

Let Ii[s] ⊕ Ki[t] ⊕ Oi[u] ⊕ Oi[v] = 0 be a linear approximation of
the underlying block cipher where X[s] denotes the sth bit in left of
X . In the case, Ii[s] ⊕ Ki[t] ⊕ Oi[u] ⊕ Oi[v] = Pi[s] ⊕ r[s] ⊕ K[t] ⊕ r[t] ⊕
Ci[u]⊕ r[u]⊕ Ci[v]⊕ r[v] . The value of K[t]⊕ r[s]⊕ r[t]⊕ r[u]⊕ r[v] can
be determined by a linear attack. In the extreme case, let s = u and t = v
in all linear approximations, the cryptanalysis complexity reduces to the
same as case 4. That is, the total necessary computation is about 1 linear
breaking to the underlying block cipher.

4. Applying pseudo random numbers

The random number used in the above randomizing encryption
mode can be replaced by a sequence of pseudo random number [2] [3]
which is generated by the random number r (as the notation in the
above section) through a pseudo random number generator R [11]. The
generated pseudo random numbers are applied in order to a position
wherein a random number is needed. Let R(r) generate a sequence of
r1, r2, . . . . The new RECB, notated as PRECB, mode encryption is shown
in Figure 2. The used pseudo random numbers are assumed to have
length not less than the secret key K , and deriving out ri from ri+1 is
computationally infeasible.
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The situations of brute-force, differential and linear cryptanalysis to
attack the seven cases, as in the above section, of PRECB mode encryption
are discussed as follows: (The attacker knows details of the pseudo
random number generator.)

Figure 2
PRECB mode encryption

Brute-force cryptanalvsis

The attacks of brute-force cryptanalysis to the seven cases of PRECB
mode encryption have almost the same complexity with the attacks to
RECB. Illustrating by the case 1, the scenario now is changed to as
below. Exhaustively search all possible key K′ . Compute r′ = DK′(C0)
and r′1 = R(r′) then check that if EK′⊕r′1

(P1) = C1 then it is very possible

that K = K′ . The needed computation just increases about 2k random
number computation to the case in RECB, that is 2k+1 encryptions and 2k

random number computation. Other cases have the similar situations.

Differential cryptanalvsis

In PRECB, a random number is ideally not reused. Thus, for a
differential attack, the necessary information is difficult to be collected
from an encrypted message, that is, from just one query. However,
by the manner of chosen-ciphertext, the pseudo random numbers can
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be reconstructed by given a constant C0 . By this way, the necessary
information for a differential cryptanalysis can still be obtained although
by masses of queues.

In fact, the attacks of differential cryptanalysis to the case 1, 2, 3, 6
and 7 of PRECB mode encryption have almost the same complexity to
the cases of RECB, increasing about 2k random number computation as
the brute-force attack does. In the case 4 and 5 of PRECB, r is difficult to be
gotten even K1 is leaked. Thus, the second attack alternation in the case 4
and 5 of RECB is not workable here. In the two cases, the breaking time
of K is about 1 differential breaking and 2k encryptions and 2k random
number computation

Linear cryptanalvsis

Like the situation of differential cryptanalysis, the adversary now
should applied the manner of chosen-ciphertext to collect the necessary
information of linear cryptanalysis by given a constant C0 through masses
of queries. The attacks of linear cryptanalysis to the case 1, 2 and 3 of
PRECB mode encryption have almost the same complexity to the cases
of RECB, increasing about 2k random number computations. For the case
4, 5, 6 and 7 of RECB, a linear attack can extremely derive out K by a single
linear breaking. However, in the cases of PRECB, the effects of random
numbers are difficult to be eliminated. The necessary computation is
changed to about 1 linear breaking and 2k encryptions and 2k+1 random
number computation for each of the four cases.

5. Discussions and conclusions

From the above analyses, we know that neither RECB nor PRECB
are secure if the underlying block cipher is vulnerable to brute-force
cryptanalysis. On the other hand, if the underlying block cipher can defeat
brute-force attack, that is, 2k encryptions of the underlying block cipher
are computationally infeasible. Even though the underlying block cipher
is vulnerable to differential and linear attacks. With the assumptions and
criterion listed in the paper, the case 1 of RECB is secure for protecting the
secret key K . The case 1, 4, 5, 6 and 7 of PRECB are also secure. It should
be noted that the security mentioned above is limited to brute-force, linear
and differential attacks, not including other attacks.
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