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A new approach to automatic threshold selection using the moment-preserving principle is
proposed. The threshold values are computed deterministically in such a way that the moments
of an input picture is preserved in the output picture. Experimental results show that the
approach can be employed to threshold a given picture into meaningful gray-level classes. The
approach is described for global thresholding, but it is applicable to local thresholding as well.
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I. INTRODUCTION

Image thresholding is a necessary step in many image analysis applications. For a
survey of thresholding techniques, see [1 or 2]. In its simplest form, thresholding
means to classify the pixels of a given image into two groups (e.g., objects and
background), one including those pixels with their gray values above a certain
threshold, and the other including those with gray values equal to and below the
threshold. This is called bilevel thresholding. More generally, we can select more than
one threshold, and use them to divide the whole range of gray values into several
subranges. This is called multilevel thresholding. Most thresholding techniques [3-8]
utilize shape information of the image histogram in threshold selection. In the ideal
case, the histogram of an image with high-contrast objects and background will have
a bimodal shape, with two peaks separated by a deep valley. The gray value at the
valley can be chosen as the threshold. In real applications, such histogram bimodal-
ity is often unclear, and several methods have been proposed to overcome this
problem [4-8] so that the valley seeking technique can still be applied.

Another direction of threshold selection is to evaluate the goodness of selected
thresholds by a certain measure [9-13]. One way is to use entropy information to
measure the homogeneity of the thresholded classes [9-11] or the independency of
the classes from one another [12). Another way is to make use of the class
separability measures used in discriminant analysis [13].

In this paper, we propose another threshold selection method based on the
moment-preserving principle which has also been applied to subpixel edge detection
[14]. Specifically, before thresholding, we compute the gray-level moments of the
input image. The thresholds are then selected in such a way that the moments of the
thresholded image are kept unchanged. This approach may be regarded as a
moment-preserving image transformation which recovers an ideal image from a
blurred version. The approach can automatically and deterministically select multi-
ple thresholds without iteration or search. In addition, a representative gray value
can also be obtained for each thresholded class.
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In the remainder of this paper, we first describe the moment-preserving approach
to bilevel thresholding. The result is next generalized to multilevel thresholding. A
deterministic procedure to compute the threshold values is then described. Experi-
mental results are also presented to support the validity of the proposed approach.

II. MOMENT-PRESERVING BILEVEL THRESHOLDING

Given an image f with n pixels whose gray value at pixel (x, y) is denoted by
f(x, y), we want to threshold f into two pixel classes, the below-threshold pixels and
the above-threshold ones. The ith moment m; of f is defined as

mi=(1/n)§§fi(x,y), i=1,2,3,.... (1)
Moments can also be computed from the histogram of f in the following way:
m; = (l/n)an(zj)i
J
= ZPJ(Zj)i’ (2)
J

where 7, is the total number of the pixels in f with gray value z; and p; = n,/n. We
also define m, to be 1. Image f can be considered as a blurred version of an ideal
bilevel image which consists of pixels with only two gray values z, and z,, where
24 < z;. The proposed moment-preserving thresholding is to select a threshold value
such that if all below-threshold gray values in f are replaced by z, and all
above-threshold gray values replaced by z;, then the first three moments of image f
are preserved in the resulting bilevel image g. Image g so obtained may be regarded
as an ideal unblurred version of f.

Let p, and p, denote the fractions of the below-threshold pixels and the
above-threshold pixels in f, respectively, then the first three moments of g are just

1
mi=Y pj(zj)', i=1,2,3. (3)
j=0
And preserving the first three moments in g means the following equalities:

m;=m,, i=1,2,3. 4)

1

Note that
Potpi=1 (5)

The four equalities described by (4) and (5) above are equivalent to

0 0 _
PoZo T P12y = my,
PoZp T P12 = My,
2 2 _
Pozy + przi = my,

PoZi + pyzi = my, (6)
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where m; with i = 1,2, 3 are computed by (1) or (2) and m, = 1. To find the desired
threshold value ¢, we can first solve the four equations described by (6) above to
obtain p, and p,, and then choose ¢ as the pg-tile of the histogram of £, i.e., choose
t such that

po=(1/n) Z n;.

z;st

In practice, there may exist no discrete gray value which is exactly the p-tile of the
histogram. Then, the threshold ¢ should be chosen the gray value closest to the
Po-tile. The equations described by (6) will be solved later when we discuss multilevel
thresholding. Note that z, and z, will also be obtained simultaneously as part of the
solutions to (6). They can be regraded as the representative gray values for the
below-threshold and the above-threshold pixels, respectively.

III. MOMENT-PRESERVING MULTILEVEL THRESHOLDING

In the general case, we want to threshold a given image f into more than two pixel
classes. To threshold f into N pixel classes, we need N — 1 threshold values
ty, ty,..., ty_1. Let z; denote the representative gray value of the ith pixel class, and
let p, denote the fraction of the pixels in the ith class. By preserving the first 2N — 1
moments of f and using the fact that the sum of all p, values is equal to 1, we get
the following set of 2N equations:

0 0 0 _
PoZg T piz + - Fpyzy=mg,
1 1 1 _
PoZo t P12y + o0 Fpyzy = my,
IN-1 IN-1 IN=1 _
PoZg + p2zg + - tpyzy = Moy, (7)

which can be solved to get all p, and z,, i = 0,1,..., N — 1. The method we use to
solve (7) above will be described next. Once all p; values are obtained, the desired
thresholds ¢, can be found from the histogram of f by choosing ¢, as the pg-tile, ¢,
as the (p, + p,)-tile, and more generally, ¢, as the (p, + p; + --- +p,_;)-tile, of
the histogram of f. For convenience, the equations described by (7) will be called the
moment-preserving equations.

Based on Szego [15], Tabatabai [16] showed that the moment-preserving equations
can be solved indirectly by executing the following three computation steps:

(i) solve the following linear equations to obtain a set of auxiliary values c,,

Cpr. o Cyott
comgteymy + -0 ey My = —my,
ey +eymy + - oy my = My,
CoMy_ 1t eymy+ - toy 1Myy 2= —Myy 4] (8)

(ii) solve the following polynomial equation to obtain the representative gray
values z,, zy,...,Zy_y:

Nty 12V ez =0 (9)
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(iii) substitute all z; values obtained above into the first N moment-preserving
equations described by (7) and solve the resulting equations to get pg, py,..., Py_1-

To guarantee that the N solutions of the polynomial equation (9) are all distinct
and real-valued, at least N distinct gray values must exist in the input image f [15].
For N less than 5, analytic solutions to (9) can be obtained. For N no less than 5, as
is well known, no close-form solution to (7) exists. Numerical analysis procedures
like the Newton’s method need to be applied. The complete analytic solutions of the
three computation steps above for N = 2, 3, and 4 are summarized for reference in
the Appendix.

IV. AN ILLUSTRATIVE EXAMPLE

The effectiveness of moment-preserving thresholding is demonstrated with an
example in this section. Figure 1a shows the pixel gray values of a given image,
which includes two areas with roughly constant gray values (the leftmost 4 columns
and the rightmost 4 columns) and a blurred boundary (the central 4 columns). From
the distribution of the gray values, it is reasonable to expect the following results:

(1) bilevel thresholding— the leftmost 6 columns as a thresholded class and the
rightmost 6 columns as the other;

(2) trilevel thresholding—the leftmost 4 columns as a class, the boundary
portion (central 4 columns) as a second class, and the rightmost columns as the
third;

(3) quaterlevel thresholding—the leftmost 4 and the rightmost 4 columns as
two classes, and the central left 2 (columns 5 and 6 from the left) and the central
right 2 columns as the other two classes.

10 8 10 9120 21 32 30|40 41 41 40
12 10 11 1019 20 30 28|38 40 40 39
10 9 10 8120 21 30 29|42 40 40 39

11 10 9 11%19 21 31 30[40 42 38 40

12 12 12 12 12 12{38 38 38 38 38 38
12 12 12 12 12 12|38 38 38 38 38 38
12 12 12 12 12 12)38 38 38 38 38 38
pl12 12 12 12 12 1238 38 38 38 38 38

10 10 10 10|25 25 40" 25]40 40 40 40
10 10 10 10{25 25 25 25[40 40 40 40
10 10 10 10{25 25 25 25|40 40 40 40
10 10 10 10425 25 ad* 25)40 40 40 40

10 10 10 10(19 19|31 31{40 40 40 40
198 10 10 10{19 19|31 31|40 40 40 40
10 10 10 10|19 19§31 31|40 40 40 40

d 110 10 10 10§19 19131 31 40 40 40 40

FIGURE 1
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Using the analytic solutions provided in the Appendix, we get the computational
results as follows:

(1) bilevel thresholding—
(i) representative gray values:

zo=12; z; = 38;
(ii) class fractions:
po = 0.498; p, = 0.502;
(iii) selected threshold:
t, = 27,

(2) trilevel thresholding—
(i) representative gray values:

zy = 10; z, = 25; z, = 40;
(ii) class fractions:
po = 0.361; p, = 0.277; p, = 0.362;
(iii) selected thresholds:
t, =18; 1, = 30;

(3) quaterlevel thresholding—
(i) representative gray values:

2y =10; z, = 19; z, = 31; z, = 40;
(i) class fractions:
po = 0.311; p, = 0.191; p, = 0.190; z, = 0.308;

(iii) selected thresholds:

t, =115 ¢, = 27; t, = 37.

The thresholded images are shown in Figs. 1b, ¢, and d which are exactly the
expected results mentioned previously except only three pixels (marked with * in
Figs. 1c and d. This means that the moment-preserving principle is indeed feasible

for meaningful image thresholding. This fact is further verified by experimental
results described next.

V. EXPERIMENTAL RESULTS

The proposed approach has been tried on a lot of images. Some results are shown
in Figs. 2-7. Each image tested is of the size 80 by 60. Each figure shown includes a
tested image in (a), the histogram of the image in (b) with computed threshold values
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FIGURE 5
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FIGURE 8
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marked by “v”, and the thresholded result in (c) with pixels filled with representa-
tive gray values.

Figures 2 and 3 are the results of bilevel thresholding applied to some characters
and a pattern. From Figs. 2b and 3b, we see that the computed threshold values are
close to the bimodal histogram valleys. Similar results are also found in other cases
described in the following. Figures 4 and 5 are the results of trilevel thresholding
applied to a cell image and a three-color wheel pattern. Either of the input images
shown in Figs 4a and 5a includes roughly three classes of gray values. And the
thresholded images shown in Figs. 4¢c and Sc indicate that the pixel classes have been
successfully thresholded. Similar situations can also be found in Figs. 6c and 7c
which are the results of quaterlevel thresholding applied to Figs. 6a and 7a. Either
image shown in Fig. 6a or 7a includes roughly four classes of pixel gray values.
Finally, we include Fig. 8 to show the results of applying different-level thresholding
to a single picture, the image of a girl.

APPENDIX

The solutions z;, and p, (i = 0,1,... N ~ 1) to the moment-preserving equations
for N-level thresholding (N = 2,3,4) are summarized here for reference conve-
nience. Detailed derivations of the solutions are not included. Interested readers are
referred to any mathematical handbook like [17]. In the following, m, denotes the
value 1 and m, with i > 0 are computed according to Eq. (1) or (2). After all p,
values are obtained, the ith threshold value ¢, is selected as the (L5} p,)-tile of the
input picture histogram.

A.l. Bilevel Thresholding Solutions

. my My
(1) €4~ m, m,’
m, m
CO (1/cd) —rn3 mi 5
m m
Cl (1/Cd) m(: —-mi
. 1 2 12,
(ii) 29 = (7)[_C1"(C1 _400) ]’
1/2
= ('12_)[—61 +(C1 - 4"0) ]
1 14,
(111) Pu= zZy b
1 1
Py = (1/pa) m, oz >
pi=1-p,

A set of more compact solutions are also provided in [14].
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A.2. Trilevel Thresholding Solutions

(i) €=

—m,

co=(1/cz)| —™Ma4

a1 = (1/c,)|m

= (1/Cd) m,

(ii) 2o= —c,/3— A

my my m,
m m,; m;,

ki

m,
m;
m,

—m,
-m,
—mg

_B’

Zy= —¢,/3— WA -
zy= —¢,/3 — W,A -

where 4, B, W,, and W, are as follows:

A= {(co/z — c165/6 + ¢3/27)

- [(00/2 - 01C/6+Cg/27)2 +(c1/3 - c§/9)3] 1/2}

B=—(c,/3 - c}/9)/4;
W= -1/2+i(V3 /2);
Wy=~1/2-i(V3 /2);

i=y-1.

1 1 1
(i) pa=|0 B %
25 2} 23

my, 1

po=1/p)|™M &

m, 212

1 my

pi=(/p;)|%0 ™

Zg m,

P2=1-py—p;.

W, B;
W,B,

1/3

b
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A.3. Quaterlevel Thresholding Solutions

(i)

@) 2=~ |

n= (W)= (e/2+4) +[(c;/2 + 4)" = 4(v + B)|"”
{- ]
(- ]

where A, B, and Y are as follows:

m; m,
m, m;
my, m,

m, —m, m,
¢ =(1/c)m1 _mS m3
1 dim, —mg m,
m; —m,; Mg
m, m;, —m,
¢, = (L/c,) m m; —ms
2 aim, ms3 —mg
m, my m,
m, m, m,
CS—(l/cd) m, m,; m,
my; m, ms

A4 =(3)(c2 - 4c, + 8Y)"”

= (CaY” Cl)/A;
Y=¢,/6~-C~- D;

c=[¢+(c*+ H)",

B

D

G = (3%)(72¢4c, + 9cic5¢5 —

(%)(-%1"3 -

H=

= —H/C

12¢4 — c%)

(c3/2 + 4) = [(e3/2 + 4) — 4(Y + B)

(e/2—A4)~[(e;2 - 4) —4(Y - B

(¢3/2 = A) +[(cy/2 — 4)* = &(Y - B)

27c} —

—m,
—m,
—mg |
—m,

1/2
)

172

2coc? — 2¢3);

172y

)
};
}
}

’

391
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1 1 1 1
Zp 2, Z, Zi
(iii) Pa=\z2 2} z3 =z

3,3 .3 3
zy Zi z;  Z3

po=(/P\m, 22 22 2p

py=(1/p,) 22 m, 22 3P

Zp Zy My Iz
P2 = (I/Pd) 23 212 m, zg ;

3 3 3
Zg z1 M3 Z3

py=1—po—pi—ps-

Note that in all the three types of thresholding above, we assume all z; values, after
they are obtained in step (ii), are sorted into an increasing order (with z, as the
smallest) before they are substituted into step (iii) to compute p; values.
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